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PhD Position F/M PhD Thesis on RL-based Decision-
Making and Planning for Automated Driving
Contract type : Fixed-term contract

Level of qualifications required : Graduate degree or equivalent

Fonction : PhD Position

Context
You will work within the ASTRA team (Automated and Safe TRAnsportation systems), a joint team of
scientists from Inria and Valeo led by Fawzi Nashashibi (Inria) and Benazouz Bradai (Valeo).

This team designs models and algorithms for the development of architectures for intelligent transport
systems. It is involved in several projects financed by the French National Research Agency, which aim to
welcome Valeo employees and recruit young PhD students. 

 

The PhD thesis focuses on decision-making and planning for automated driving, using reinforcement
learning (RL). It explores how autonomous vehicles make decisions (strategic, tactical, and operational)
and plan their actions while considering safety, comfort constraints, and interactions with other road
users.

Decision-making systems must generate collision-free trajectories in dynamic environments while
anticipating the movements of other road users. Despite advancements, challenges persist, including
improving motion prediction, completeness of decision-making approaches, and enhancing system
robustness against environmental data uncertainty.

The use of reinforcement learning (RL) offers promising opportunities to enhance driving policies,
trajectory planning, and decision-making processes. Recent studies have demonstrated the effectiveness
of RL, particularly in safe autonomous driving, multi-agent traffic management, and real-world
deployment scenarios.

Assignment
During the PhD thesis, the general objective is to:

• Develop an RL-based decision-making and planning framework for automated driving systems. It is
only natural to begin turning to the standard model for sequential decision making: the Markov Decision
Process. At first glance, this framework shines with its simplicity and elegance, but also its apparent
generality and representation power. An (observable) state space, a (hierarchical) action space, a (quasi-
linear) system dynamics and a (dense) reward function are to be addressed for a large class of
behavioural planning tasks.

• Optimize driving policies using RL algorithms to ensure safety, efficiency, and adaptability. The study in
[8] explores several fundamental algorithms in Deep RL to improve automated driving performance,
namely Proximal Policy Optimization (PPO), Deep Q-network (DQN), and Deep Deterministic Policy
Gradient (DDPG). The paper documents a comparative analysis of these three prominent algorithms—
based on their speed, accuracy, and overall performance. A er a thorough evaluation, the research
indicates that the DQN surpassed the other existing algorithms

• Evaluate the performance of the proposed RL system through simulations and real-world testing.
This is achieved regarding the following key points:
– Create a diverse set of driving scenarios representative of real-world conditions, including highway
driving, urban environments, intersections, pedestrian crossings, adverse weather conditions, etc.
– Integrate the RL algorithm into a simulation/testing environment including real vehicle dynamics,
sensor inputs, environmental factors, and interactions with other agents (e.g., vehicles, pedestrians).
– Define relevant performance metrics to evaluate the RL system’s behavior. Metrics may include safety
(e.g., collision rate), efficiency (e.g., average speed, fuel consumption), adherence to traffic rules, and
comfort (e.g., smoothness of maneuvers).
– Compare the performance of the RL-based system against baseline methods, such as rule-based
controllers or handcrafted algorithms, to demonstrate its superiority.

In conclusion, the proposed research project holds immense potential in advancing RL applications in
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automated driving systems by developing a sophisticated decision-making framework that prioritizes
safety, efficiency, and adaptability. Through rigorous evaluation and testing, this project aims to
contribute valuable insights to the field of autonomous vehicle technology, ultimately leading to safer,
more efficient, and intelligent autonomous driving solutions.
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Main activities
Main activities:

research
write scientific papers
present work at scientific conferences
programming
data management and curation
interact with partners (scientists, engineers)
write a doctoral thesis
participate to demonstrations and showcases

Skills
Candidate Profile :

Master’s Degree in the relevant field
Strong background in machine learning, particularly reinforcement learning
Proficiency in programming languages such as Python, C++
Solid understanding of robotic systems and control challenges real-time performance and for real-
world environments
Familiarity with automated vehicles simulation environments
Experience in developing control algorithms or motion planning strategies for autonomous
vehicles
Excellent problem-solving skills and the ability to work both independently and collaboratively in
an interdisciplinary team.

Languages :

French optional but very desirable.



Good level of English for communication (international team).

Additional skills:

Strong ability to work in groups,
autonomy [essential],
motivation,
strength of initiative

Benefits package
Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory reduction in working hours)
+ possibility of exceptional leave (sick children, moving home, etc.)
Possibility of teleworking and flexible organization of working hours (after 6 months of
employment)
Professional equipment available (videoconferencing, loan of computer equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

General Information
Theme/Domain : Robotics and Smart environments 
Software engineering (BAP E)
Town/city : Paris
Inria Center : Centre Inria de Paris
Starting date : 2024-10-01
Duration of contract : 3 years
Deadline to apply : 2024-07-17

Contacts
Inria Team : ASTRA
PhD Supervisor : 
Nashashibi Fawzi / Fawzi.Nashashibi@inria.fr

About Inria
Inria is the French national research institute dedicated to digital science and technology. It employs
2,600 people. Its 200 agile project teams, generally run jointly with academic partners, include more
than 3,500 scientists and engineers working to meet the challenges of digital technology, often at the
interface with other disciplines. The Institute also employs numerous talents in over forty different
professions. 900 research support staff contribute to the preparation and development of scientific and
entrepreneurial projects that have a worldwide impact.

Warning : you must enter your e-mail address in order to save your application to Inria. Applications
must be submitted online on the Inria website. Processing of applications sent from other channels is
not guaranteed.

Instruction to apply
Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree No. 2011-1425 relating
to the protection of national scientific and technical potential (PPST).Authorisation to enter an area is
granted by the director of the unit, following a favourable Ministerial decision, as defined in the decree
of 3 July 2012 relating to the PPST. An unfavourable Ministerial decision in respect of a position situated
in a ZRR would result in the cancellation of the appointment.

Recruitment Policy : 
As part of its diversity policy, all Inria positions are accessible to people with disabilities.

http://www.inria.fr/centre/paris
https://www.inria.fr/equipes/ASTRA
mailto:Fawzi.Nashashibi@inria.fr
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