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PhD Position F/M Authoring interactive
public science lectures

Contract type :  Fixed-term contract

Level of qualifications required :  Graduate degree or equivalent

Fonction :  PhD Position

About the research centre or Inria department

The Inria Saclay-Île-de-France Research Centre was established in 2008. It has
developed as part of the Saclay site in partnership with Paris-Saclay University
and with the Institut Polytechnique de Paris .

The centre has 40 project teams , 27 of which operate jointly with Paris-Saclay
University and the Institut Polytechnique de Paris; Its activities occupy over 600
people, scientists and research and innovation support staff, including 44 different
nationalities.

Context

The project is a collaboration between Theophanis Tsandilas, a researcher at Inria
Saclay, and Julien Bobroff, a physics professor at the Université Paris-Saclay and
a renowned science popularizer.

The scientific contributions of the PhD thesis will be centered on HCI (Human-
Computer Interaction) research, aligning with expertise of Theophanis Tsandilas.
The PhD student will be hosted by ex)situ an Inria team at the Laboratoire
Interdisciplinaire des Sciences du Nume?rique at the Université Paris-Saclay, with
extensive experience in multidisciplinary collaborations.

Julien Bobroff and his team, La Physique Autrement, will guide the entire design
process through their expertise in science communication. This team is unique in
that it combines innovation, public testing and research in communication sciences
and pedagogy. Over the past decade, the team has designed over 300 original
popularization projects in a wide range of formats. Julien himself has an audience
of nearly a million subscribers on various social networks: TikTok, Instagram,
YouTube, etc.

The PhD thesis is fully funded by the Université Paris-Saclay (SPRINGCS 2025
program). The funding also covers expenses for equipment and conference
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participation during the course of the thesis.

Assignment

Scientific objectives and challenges

Popular science lectures are still, even today, formatted in very traditional ways,
where a speaker on stage presents a pre-designed slideshow. However, there is a
real need for innovative tools that allow speakers to present their topics in a more
interactive and spontaneous ways, captivating their audience and providing
intuition about concepts and real-world phenomena that are hard to communicate
verbally or through static graphics. Our goal is to develop flexible presentation
tools that augment the speaker's experience, making science communication
interactive, story-based, and engaging while creating a more horizontal connection
between the public and experts.

As Julien Bobroff explains [3], although quantum physics concepts are often
considered difficult to visualize, “even veteran quantum physicists […] need a
mental image of the objects being manipulated.” As a result, they constantly seek
to create visual representations when teaching or popularizing quantum
phenomena.

Figure 1. Inspirational examples. (a) Julien Bobroff’s live demonstration of
quantum levitation [1]. (b) Julien’s public lecture on “physics of the extremes" [2]
using physical proxies for visual support. (c) Ken Perlin’s video demonstration of
Chalktalk [10], a lecture tool supporting dynamic sketch representations of
Computer Science concepts. Those representations can be linked together,
communicating with each other and exchanging their data.

Julien Bobroff has long been exploring original visual representations and
innovative lecture formats that combine physical artifact manipulation with visual
projections (see Figure 1). We aim to extend such presentations with interactive
visuals that not only enhance the communication of complex concepts (e.g.,
illustrating a quantum physics experiment) but also augment the speaker’s physical
interactions. Achieving this requires the development of novel presentation
authoring tools that allow speakers to: (i) easily create custom visual
representations without needing to code, (ii) integrate interactive behavior and
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semantic meaning into their visuals, and (iii) synchronize these visuals with their
live interaction space and diverse input methods.

Popular science videos employ a variety of narrative techniques to engage their
audiences [14], but they largely rely on video post-production editing. In contrast,
our goal is to develop tools that empower scientists to author and stage interactive
materials for live lectures. Our ambition to leverage these tools to explore new
science presentation formats and create original demonstrations, which we will
showcase in public lectures.

State of the art

Very active research in Human-Computer Interaction (HCI) has been exploring
tools that support users’ complex cognitive processes through dynamic
representations that can be interactively manipulated in real time. However, a
major challenge lies in developing flexible tools that structure users’ graphical
vocabulary while maintaining creative freedom. Within this context, we examine
various related systems that inspire our project:

Figure 2. (a) DataGarden [9] enables non-experts to author their personal data
visualizations through sketches. (b) RealitySketch [12] is a user interface for
augmenting real-world scenes captured through a camera with dynamic sketches
to visualize natural phenomena. (c) Previous work has also explored solutions
based on augmented-reality headsets. For example, in ARgus [5], remote desktop
users can view and interact with the augmented workspace of a local designer.

1. Tools for authoring custom visual representations. In the past few years,
we have developed several tools to support the authoring of expressive,
personal data visualizations, including direct sketching interfaces [9]. We
aim to extend this approach to custom representations of quantum physics
concepts, while also enabling authors to embed interactive behavior into
these visualizations. Other related HCI work [11, 15] has studied formal
notations for creating diagrams.

2. Augmented lectures. Recent HCI research [4, 8] has introduced systems for
augmenting live full-body presentations, aiming to synchronize visuals with
a speaker’s gestures. Yet, these presentations are typically script-based,
offering speakers little flexibility, as they must practice and follow a
predefined sequence of actions.  

3. Augmented physics. Other HCI research has explored interfaces for
augmenting real-world settings with dynamic sketches that react to the
movement of physical objects [12]. Such systems allow users to annotate
physical phenomena and experiments with additional information, such as
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vectors, distances, and angles. Other research [7] has explored how to
transform static diagrams extracted from textbooks into interactive physics
simulations. This work does not target live presentation audiences but offers
significant inspiration. In the past, we have also experimented with settings
that require people to wear AR headsets [5]. However, our focus is on
developing lightweight solutions that do not require speakers or audiences to
wear any headsets.  

Main activities

Methodology

We will base our approach on iterative user-centered design methods, directly
driven by real-world application scenarios. Key steps of our proposed
methodology include the following:

1. Developing a typology of domain-specific illustration techniques that
defines the visual vocabulary used by scientists, illustrators, and animators
to present and explain quantum physics phenomena and concepts. 

2. Developing a domain-specific diagrammatic notation that operationalizes
this typology.

3. Buidling quick exploratory prototypes to collect feedback from both
speakers and audiences based on concrete presentation scenarios and
examples.

4. Designing and evaluating authoring tools that enable physicists to structure
their visuals as domain-specific illustrations and incorporate dynamic
behavior and interaction.

Our goal is to broadly disseminate our results and showcase examples created
with our tools in public lectures.  

Expected results

We expect key contributions at multiple levels: empirical, theoretical, technical,
and pedagogical. Our goal is to publish in high-ranking HCI conferences (e.g.,
ACM CHI and ACM UIST) and journals (e.g., ACM TOCHI, IEEE Transactions
of Visualization & Computer Graphics). Using our prototypes for scientific
dissemination at various public presentations, along with audience reactions and
feedback, will be essential criteria for evaluating the success of our approach.
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Skills

The candidate should have a background in Computer Science or Engineering,
solid technical skills, and ideally a Master’s degree in Human-Computer
Interaction or a related field, such as interaction design, visualization, or computer
graphics. Background in physics is not required. However, a strong interest in
science popularization is essential.

Given the application demain, which requires interaction with a French-speaking
audience, oral proficiency in French is highly desirable.

Benefits package

Subsidized meals
Partial reimbursement of public transport costs
Leave: 7 weeks of annual leave + 10 extra days off due to RTT (statutory
reduction in working hours) + possibility of exceptional leave (sick children,
moving home, etc.)
Possibility of teleworking (after 6 months of employment) and flexible
organization of working hours
Professional equipment available (videoconferencing, loan of computer
equipment, etc.)
Social, cultural and sports events and activities
Access to vocational training
Social security coverage

Remuneration

Monthly gross salary : 2 200 euros

General Information

Theme/Domain : Interaction and visualization
Information system (BAP E)
Town/city : Gif-sur-Yvette
Inria Center :  Centre Inria de Saclay  
Starting date : 2025-10-01
Duration of contract : 3 years
Deadline to apply : 2025-08-30

Contacts
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Inria Team :  EX-SITU  
PhD Supervisor :
Tsantilas Theofanis / Theophanis.Tsandilas@inria.fr

About Inria
Inria is the French national research institute dedicated to digital science and
technology. It employs 2,600 people. Its 200 agile project teams, generally run
jointly with academic partners, include more than 3,500 scientists and engineers
working to meet the challenges of digital technology, often at the interface with
other disciplines. The Institute also employs numerous talents in over forty
different professions. 900 research support staff contribute to the preparation and
development of scientific and entrepreneurial projects that have a worldwide
impact.

Warning : you must enter your e-mail address in order to save your application to
Inria. Applications must be submitted online on the Inria website. Processing of
applications sent from other channels is not guaranteed.

Instruction to apply

Defence Security : 
This position is likely to be situated in a restricted area (ZRR), as defined in Decree
No. 2011-1425 relating to the protection of national scientific and technical
potential (PPST).Authorisation to enter an area is granted by the director of the unit,
following a favourable Ministerial decision, as defined in the decree of 3 July 2012
relating to the PPST. An unfavourable Ministerial decision in respect of a position
situated in a ZRR would result in the cancellation of the appointment.

Recruitment Policy :
As part of its diversity policy, all Inria positions are accessible to people with
disabilities.
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