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Research Goal: 

The goal of this PHD is to propose new privacy-preserving methods for FL which do not 

necessarily add synthetic noise to updates (as DP does), but either rely on different 

approaches, like parameter pruning or quantization, or exploit other sources of 
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